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ABSTRACT

Real-time object tracking for manipulators has been applied
to industrial automation such as assembly and human robot col-
laboration. During the tracking process, the vision sensor is used
as a feedback means to the robot controller. It means that the im-
perfect sensing and stability issues must be carefully considered.
This paper deals with the modeling of sensor physics (e.g. lim-
ited sampling rate, irregular sampling time, packet loss, noise,
and latency), and realizes a globally asymptotically stable track-
ing controller. First, an varying rate Kalman filter is applied to
estimate the markers’ positions and the corresponding error co-
variances. Then, a maximum likelihood estimation problem is
solved to estimate the transformation between the target frame
and the world frame. In addition, a dynamic tracking controller
is implemented to realize object tracking. The stability of the
tracking controller under model uncertainties is also discussed.
The proposed tracking algorithm is experimentally verified on an
industrial robot.
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1 INTRODUCTION

Machine vision techniques have broad applications in indus-
try, including material handling, assembly and human-robot col-
laboration. Traditionally, a manipulator follows the look-then-
move algorithm [1], which involves 1) taking an image and lo-
cating the static workpieces, 2) running the motion planning al-
gorithm and generating a feasible trajectory, and 3) executing
the trajectory to reach the workpiece. However, with increas-
ingly complex tasks and stringent requirement, the traditional
look-then-move method becomes insufficient. On the other hand,
real-time visual tracking is able to detect moving workpieces and
feedback the sensor signal into the robot controller real time.
Therefore, it is desired to explore the possibilities to control a
manipulator to execute more complicated tasks with higher ac-
curacy.

It is best to have the vision signal updated in each controller
sampling period. This requires high-speed vision sensor, which
is not practical due to cost. On the other hand, low-cost vision
systems may introduce challenges such as a limited sampling
rate, irregular sampling time, packet loss, noise, and latency.
These challenges are called sensor physics. Without properly
handling these challenges, the tracking accuracy and stability of



the vision feedback loop cannot be guaranteed.

Apart from the sensor physics, there exist other challenges
in the design of tracking controller. First, a global parameteriza-
tion of attitude is desired to avoid singularities and parameterize
arbitrary attitude. Secondly, a Cartesian space controller needs
to be properly designed to achieve globally asymptotically stable
tracking. Thirdly, the closed-loop system should have a desired
speed of convergence to track a moving target. Lastly, the system
should tolerate a certain amount of model uncertainties.

Some methods have been proposed in order to model the
sensor physics and estimate the pose of the target. Consider-
ing the irregular sampling time and noise, a varying rate Kalman
filter is applied to a kinematic model [2] to estimate target posi-
tion. To increase the estimation accuracy, the model parameters
for Kalman filter is identified by expectation-maximization in an
off-line manner [3]. To overcome the slow sampling rate and
the latency effects, a kinematic Kalman filter and the sensor fu-
sion are utilized [4] to estimate the pose of the robot end-effector.
These methods only partially deal with sensing issues.

With regard to the tracking controller design, a local param-
eterization of orientation and a PID controller are applied in [5]
to track the position and orientation of the object. However, the
visual tracking controller would lose the object if the orientation
error is larger than a threshold. To realize global parameteriza-
tion and asymptotically stable tracking, a quaternion based track-
ing controller from kinematic level is provided in [6]. The sta-
bility of a kinematic and a dynamic controller are studied in [7]
without considering parameter uncertainties.

In this paper, a visual tracking control framework is intro-
duced in presence of nonnegligible sensor physics. It begins with
proposing an varying rate Kalman filter and the maximum likeli-
hood technique to estimate the pose of the target. Then a track-
ing controller is designed considering both robot kinematics and
robot dynamics. Also, the stability analysis under parameter un-
certainties is conducted. Experimental results on an industrial
robot are presented to demonstrate the proposed approach.

2 TARGET POSE ESTIMATION

Given the positions of feature points measured by the vision
sensor, we can calculate the pose of the target by least squares,
as shown in [8]. However, it assumes that the data sets are
complete and reliable. In reality, the sensor might have afore-
mentioned sensor physics, and the tracking performance will be
downgraded if these properties are not taken into consideration.
A reasonable solution to reduce the effect of the sensor physics
is to adjust the weights of different feature points based on their
relative measurement uncertainties. Therefore, in this section, a
Kalman filter and a maximum likelihood technique are combined
to estimate the target rotation matrix R; and the translation vector
t. First, an varying rate Kalman filter is adopted to estimate po-
sitions and uncertainties of feature points of the target, then the

maximum likelihood method is employed to estimate R, and t of
the target, with the weights reflecting the relative uncertainties of
different feature points.

2.1 Feature Points Estimation by Kalman Filter

Without any prior knowledge of target acceleration infor-
mation, we assume that the target kinematics is a noise driven
constant acceleration model [9]:
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where x;(¢) € R? is the state vector for 3D position, velocity and
acceleration of the k-th point at time #, we(z) is the process noise
to the model, and v¢(z) represents the measurement noise.

By considering the time interval from tf_l to tf, where t{c is
the i-th sample receiving time for the k-th point, Eq. (1) can be
discretized as:
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where Tl’i = t{‘ — tl.’i | is the sampling time at step i — 1, and
tr is the time delay and is assumed to be a constant. With-
out prior knowledge, w® and v¢ are set to be white noises, i.e.
W~ A(0,W), and v¢ ~ A7(0,V¢). Consider the latency in the
measurement system, we have:

xe(tF) = A (1 — 1 +/ A=) geyy “(t)dt  (3)
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By pre-multiplying C¢e 4 to Eq. (3), and combining Eq. (3)



with Eq. (2), we obtain a discrete-time model of the target:
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Eq. (4) can be calculated explicitly. Once receiving measurement
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where the initial state vector is assumed to have a distribution
Btpltty) ~ </V(xk0>zk0)

We denote X | = max;{rf|t* <t} as the latest sample re-
ceiving time before the current time for the k-th point. Based on
Eq. (5), the state £ (¢[tX ;) and covariance X (t|rX ;) estimation at
current time ¢ for the k-th point is:

A(Atk d)ﬁk( é(nd‘té(nd)
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where Atk nd =1 —
cording to Eq. (4).

t* » and A(AE ), W (A% ) are calculated ac-
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The covariance X (t|¢X ;) in Eq. (6) indicates the uncertainty
of estimation. It can be seen that the larger the Atend, the more
uncertainties in the estimation.

The rotation matrix R, and the translation vector t of target
can be estimated with the state {£ (¢[t¥,;) }{_, and covariance
{Zx(t]t* ,)}1_, of n points on that target given by Eq. (6). For
those measurements provided by 2D camera, refer [10] for fur-
ther details.

2.2 Maximum Likelihood Transformation Estimation

Three frames will be used in this section. The first one is
the world frame .%,,. The second one is the robot end-effector
frame .%,, which is fixed on the TCP of robot end-effector. The
third one is the target frame .%;. The feature points are assumed
to have given coordinates {s¢}}_, in the target frame, where n is
the number of the feature points.

Given the state estimates {& (¢[¢% ;) }{_, in %, and covari-
ances {y(¢[tX ;) }7_,, we extract their position part as {z;}{_,
and {Z¥}7_ . and estimate the rotation matrix R, and the transla-
tion vector t at current time ¢.

Given the distribution z; ~ .4 (R;si +t,X¥), the likelihood
function of the parameters R, and t is:

k
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Then the maximum likelihood estimation problem can be
formulated as:
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where R, is in the special orthogonal group SO(3).
Take the derivative of Eq. (7) with respect to
equals to zero, we get:
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where R denotes the optimal R,. However, the analytical so-
lution of R; cannot be found by simply substituting Eq. (8) into
e(Ry,t) and solving the first order optimal condition. A numerical
approach for this weighted least squares problem can be found
in [11]. An alternative solution is to approximate (E"Z‘)’1 with
oy by minimizing the induced 2-norm ||(£X) = — o4 1|[.

t, and set it
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The optimal ¢ can be represented as:
oy, = argmin ||(Z) 7" — oqd| |
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where Opmax (@) denotes the maximum singular value, and A;
denotes the j-th eigenvalue of (XX)~1.
With this approximation, t* can be computed by:
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where 7, and §, denote the weighted mean of {z}}_, and
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By substituting Eq. (10) into Eq. (7), we get R} as:
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If we define X, = SAZT, then the optimal R; for Eq. (11) is:

R = Udiag (1,1,---, 1, det(Q;U])) U (12)
where U; and U, are unitary matrices from SVD of ¥, i.e. X, =
UZDUrT .

From Eq. (10), one can find that the k-th feature point is
weighted by: wy = ):,,ai]ka,, which means the weight of a par-

j=1%

ticular feature point is influenced by the eigenvalues of the cor-
responding covariance inverse, and the larger the eigenvalues of
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the covariance inverse for the k-th point, the larger the weight wy.
Furthermore, based on Eq. (6), the covariance of the k-th point
is effected by uncertainties such as the packet loss, noise, and
irregular sampling time. Moreover, the more severe the sensor
physics, the smaller the eigenvalues of the covariance inverse.
Therefore, the proposed algorithm can reduce the influence of
sensor physics by decreasing those weights with larger uncer-
tainties.

3 VISUAL TRACKING ALGORITHM
3.1 Tracking Controller Design

The objective of the tracking controller is to drive the trans-
lational translation error e, and the orientation error ¢, to zero,
where ¢, =t— p, and ¢, = [ wdt — [ w,dt, with t and p, denot-
ing the translation of .%; and .%, in .%,,, and @, @, denoting the
angular velocity of .%; and .%, in .%,,,.

In [12], cross-product of axes vectors of %, and .%; is
employed to represent the orientation difference between them.
This method requires several assumptions, which result in low
tracking bandwidth. On the other hand, a unit quaternion § =
(n,e’] "' e R* with ||€]|> = 02 + €T = 1 can represent rotation
between two frames. The transformation between the quaternion
and the rotation matrix is described in [13].

The quaternion error from .%, to .%; can be represented by
corresponding unit quaternions &, = 1,/ | Tand§ = M€ r
as:

t=gog=["]o[ ]
|

where ® denotes the quaternion multiplication, & = [nr, —gl ] ’
denotes the conjugate of &, and S(¢,) is cross-product operator
of &,.

Furthermore, we employ the quaternion rate 5, to calculate
the angular velocity of .%; with respect to .%,,, that is:

; (13)
_ M+ &
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Based on [6], the necessary and sufficient condition for .%,
and .%; coinciding is & = 0, therefore, the orientation error e, can
be replaced by € and the joint velocity command can be calcu-
lated by:

s5)

. t+K,e
QCmd:JT(qr)|: L p:|

o +K,€



where J7(g,) denotes the pseudo inverse of robot Jacobian ma-
trix, and K, = 0 and K,, > O are the translational gain and the
orientation gain, respectively.

The global asymptotic stability of Eq. (15) can be proved
from kinematic perspective by assuming ¢, = ¢emg, Which infers
that the joint velocity command ¢.nmg can be instantly followed
by low level servo controller. The detailed derivation is presented
in [6].

In reality, the instantaneous following assumption can not be
satisfied because of the robot dynamics:

M(qr)gr+C(qr,Gr)dr+N(gr,4r) = T (16)

where 7, € R® is the vector of actuator torques, M(g,) € R®*6
is the inertia matrix, C(g,,q,) € R%*% is the centripetal-Coriolis
matrix and N(g,,q,) € R represents the gravity and other exter-
nal forces applying on the robot.

With the consideration of dynamics Eq. (16), we define the
term U = gemd — ¢r, and design a dynamic controller based on
Eq. (15) and robot dynamics:

Temd :M<Qr)qcmd +C(Qra Qr)q'cmd +N(‘Ira Qr)+
ep] (17)

K, +J"(g,) [ :

where K, > 0 is another gain matrix. The derivation and the
global asymptotic stability proof of Eq. (17) can be accomplished
by following a similar approach as [14].

3.2 Parameter Uncertainties

With parameter uncertainties, the system could be unstable
if the gain matrices K, K,, and K, are improperly tuned. In this
section, the system stability with dynamics parameter uncertain-
ties is analyzed and gain matrices design is discussed.

The torque command with nominal parameters is denoted
as:

Temd :M(Qr)qcmd +é(Qra C?r)qcmd +N(C]ra C?r)'f'

18
Kv+J"(q,) [eé’] {19

where M(q,), C(¢,,¢,) and N(q,,q,) represent nominal parame-
ters.

Therefore, the torque mismatch T = T.g — Temg can be rep-
resented as:

7= M(qr)ijcmd + C'(qr, 4r)Gemd JFN(qra qr)
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where 7 is bounded with assumptions of bounded motion com-
mand and parameter mismatch, i.e.

12l <11 (g)l - |1emall + 1€ (grs i)l - Hlgemall+

- 19
¥ (qrd0)]| = B 19

By taking the time derivative of the Laypunov function can-
didate:

1 5 . 1
V= 5egep +(1—-7)*+&Te+ gvTM(q,)v

and combining with Eq. (14) and the time derivative of Eq. (13),
we have:

V=—elKye,— & K,g—v K v+0"% (20)

Rewrite Eq. (20) by defining the error vector { =
[T, &T UT]T as:
p? ) o

V=—0"00+ "% < —Amin (OIS + B[]

where the augmented gain matrix is defined by Q =
diag(Kp,K,,K,), Amin(Q) is the minimum eigenvalue of Q, and
%, = [07,07,%7]".

V is negative as long as the following condition is satisfied:

Bz
el > (@)

We adopt the uniform ultimate boundedness [15], and con-
clude that the error vector is bounded within R-.

Note that the parameter uncertainties in industrial manipu-
lators are usually small (i.e. ||M(q,)|| < 1, ||C(gr,¢r)|| < 1,
[IN(gr,qr)|| < 1). In addition, by properly increasing the eigen-
values of Q, the dynamic controller given by Eq. (18) will be sta-
ble (the tracking error is bounded in a small region). An adaptive
controller is also provided in [14] to realize asymptotic tracking.

Based on the precision requirement R; and the boundary of
parameter uncertainties, one can find a lower bound for gain ma-
trices. In practice, however, the eigenvalues of Q should not be
extremely large, since the estimated target pose and the mea-
sured robot pose might not be smooth, and the time derivate to
these measurements enlarge the non-smoothness. In this case, if
the eigenvalues of gain matrices are too large, the joint velocity
command in Eq. (15) and torque command in Eq. (17) will be
quite noisy, and eventually cause the divergence of the tracking
system.

Finally, the proposed visual tracking algorithm is summa-
rized in Algorithm 1 below.
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Algorithm 1 Visual Tracking Algorithm

1: Input: {xkO}Z:l’ {EkO}Z:p We, Ve, Kp, K,, K,
2: while ¢ < tgj,, do

3 for k from 1 to n do

4 Model the k-th feature point by Eq. (4)

5 if measurement is updated at t!fnd then

6 Estimate & (15 4|15, 1), k(1 415 ,) by Eq. (5)
7 end if

8 Predict & ([¢% ;) and £y (¢[¢% ) by Eq. (6)
9: end for
10: Estimate R, and t by Eq. (12) and Eq. (10)
11: Convert R, to & using the method in [13]
12: Compute € and w, by Eq. (13) and Eq. (14)
13: Generate §cmg Or Temd by Eq. (15) or Eq. (17)
14: end while

4 EXPERIMENTAL RESULTS
4.1 System Overview

The overall experimental setup is shown in Fig. 1. The Phas-
eSpace motion capture system [16] is used as a vision sensor, and
the experiment is implemented on FANUC LRMate 200iD/7L
industrial manipulator. For simplification, the feature points are
represented by markers, as shown in Fig. 2. To mimic a general
low cost commercial vision sensor, the sampling rate of Phas-
eSpace is down-sampled to 30 Hz, while the controller refer-
ence generating rate is 125 Hz, and 30% of the vision data are
discarded to mimic packet loss. The vision data is first sent to
the host PC, and is further transmitted to target PC. During the
transmission, other sensor physics such as latency and irregu-
lar sampling time are involved. The pose of the target is calcu-
lated by Kalman filter and maximum likelihood method in target
PC. Then, the tracking controller computes the trajectory refer-
ence and the torque command and send it to the digital servo
adapter (DSA). The robot controller connects DSA and robot and
controls the robot according to signals from DSA.

The remaining of this section first verifies the pose estima-
tion algorithm by comparing the estimated rotation matrix and
translation vector with the true values. Then the pose estimation
algorithm and tracking controller are combined to realize real-
time visual tracking. The implementation details and results are
described in the following sections.

Ethernet
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FIGURE 2. ENVIRONMENT COLLISION CHECKING
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4.2 Pose Estimation Verification

The pose estimation algorithm is verified in this part of the
experiment. First, seven markers are fixed on the robot end-
effector, as shown in Fig.2(a). Then, the vision sensor captures
the positions of markers when the robot is moving along a pre-
defined trajectory. The robot pose calculated from robot kine-



Translation tracking without solving sensing dynamics
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matics and encoder feedback is treated as the true values. Orien-
tation errors by 1) linear extrapolation, 2) proposed algorithm are
plotted in Fig. 3. The first method estimates positions of mark-
ers based on constant velocity extrapolation when losing packets,
and then employ least squares method [8] to obtain pose estima-
tion. It is seen that all the Euler angle errors are bounded within
0.05 rad. In addition, the proposed method has smaller noise than
the linear extrapolation. This is because 1) the Kalman filter and
the maximum likelihood can reduce the noise effect, and 2) the
weights of different markers are adjusted dynamically by their
relative estimation uncertainties.
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Translation tracking result
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4.3 Visual Tracking Results

This part of the experiment validates the tracking algorithm
by combining the proposed pose estimation with the tracking
controller. The target in this part is an aluminum board attached
with seven markers, which is shown in Fig. 2(b). The trajectory
of the target is generated by human operation. The position and
orientation are estimated by the proposed algorithm and used by
tracking controller to generate command for the robot.

Figure 4 shows the translation tracking result without con-
sidering sensor physics. The bold lines represent the actual trans-
lation of the target based on the raw measurements of PhaseS-
pace, while the dash lines represent the translation of robot out-
put. First, the low sampling rate, noise, packet loss, and irregular
sampling time increase the uncertainties of feature points and
cause the discontinuity of the target reference, which result in
robot vibration, overshooting and large derivation. In the mean-
time, the transmission latency can introduce time delay to the
system. It is seen that the translation tracking error can be over



0.05m (at around 8.5 sec), and the robot has large overshooting,
latency and vibration. Also, the orientation error in Fig. 5 can be
over 0.3 rad.

Figure 6 compares the translation between the robot frame
and the target frame considering the sensor physics using the
proposed algorithm. The bold lines represent the actual transla-
tion of the target based on the raw measurements of PhaseSpace,
while the dash lines represent the translation of robot output. The
trajectories between 0 — 2 sec shows the global asymptotic stabil-
ity of the closed loop system. It is seen that the translation track-
ing error is bounded within 0.003 m. Fig. 7 shows the orientation
error between the target frame and the robot end-effector frame
by the proposed algorithm. It is seen that the orientation errors in
all dimensions are bounded within 0.07 rad and the average error
is 0.013 rad.

5 CONCLUSIONS

In this paper, a visual tracking control framework consider-
ing sensing dynamics is proposed. First, an varying rate Kalman
filter was used to estimate the positions and the corresponding
error covariances of markers. Then, given the distributions from
Kalman prediction, the maximum likelihood technique was em-
ployed to estimate the target pose, with the importance of differ-
ent markers weighted by their uncertainties. Experimental results
indicated that the proposed method could reduce the effects of ir-
regular sampling time, packet loss, low sampling rate, noise, and
latency. In addition, a dynamic tracking controller was designed
to realize stable position and orientation tracking. The controller
stability taking into account model uncertainty was discussed.
The effectiveness of the proposed tracking scheme was validated
on a 6-DOF industrial robot. It was shown that the robot imple-
mented with the proposed algorithm can achieve globally asymp-
totically stable real-time visual tracking.

In future, the authors would compare the proposed pose es-
timation method with the method of unscented Kalman filter,
where the state in transition equation is composed of the pose
of the target. The comparison will include computational effi-
ciency, convergence rate and ease of implementation. Further-
more, the PhaseSpace sensor will be replaced by an affordable
RGB camera and the feature extraction procedure will be con-
ducted directly from raw RGB images.
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